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ABSTRACT

Patents are a widespread intellectual property protection institution, but their effects on the spa-

tial and technology spillovers of innovation are ambiguous. Using novel data on patent examiners

over 1919–1938 in a difference-in-differences framework, we document that newly appointed ex-

aminers grant 14% more patents to inventors near their county of birth. Since examiners oversee

one division, changes in patenting in other divisions reflect how patents affect innovation. Patent-

ing in divisions technologically related to the examiner’s division increases by 20%. The spatial

spillovers of patent protection exhibit substantial geographical concentration. Counties close to the

examiners’ areas of origin experience significant economic growth.
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I INTRODUCTION

Innovation is the core driver of long-run economic growth (Romer, 1990; Aghion and Howitt, 1992). The

patent system is often credited among the most relevant and widely adopted institutions fostering innovation.1

Despite decades of theoretical and empirical research, however, our understanding of the effects of patents on

innovation and, more broadly, economic growth remains limited and debated (e.g., see Boldrin and Levine,

2002, 2013; Lerner, 2002; Bryan and Williams, 2021).

This paper provides novel causal evidence on the spatial and knowledge spillovers of patents on innovation

and growth. Innovation is notoriously organized in specialized, geographically concentrated clusters (Chatterji,

Glaeser and Kerr, 2014; Carlino and Kerr, 2015), reflecting the local nature of knowledge spillovers (Jaffe,

Trajtenberg and Henderson, 1993; Bloom, Schankerman and Van Reenen, 2013). Patents can incentivize in-

novation by allowing inventors to appropriate part of the social value of their idea. In doing so, however, they

bestow monopoly power over a nonrival resource—knowledge—which may limit its diffusion, thus weakening

positive spatial and technology spillovers and hampering further innovation. Given this theoretical tension,

which effect prevails is, ultimately, an empirical question.

Providing causal evidence on the impact of patents on innovation is challenging. Changes in patent laws are

seldom exogenous and are often influenced by other policies and countries (Budish, Roin and Williams, 2016).

Moreover, they are typically country-wide, making identifying an appropriate “control” group difficult (Moser,

2013). Studying the effect of innovation on growth poses even more daunting obstacles because of reverse

causation. This paper advances and validates a new hypothesis to tackle these limitations.

We study the United States Patent (and Trademark) Office (USPTO) between 1919 and 1938. We conjecture

that examiners may favor patent applications filed by inventors located close to their areas of origin. By ex-

ploiting newly digitized data on the universe of principal examiners active over this period and manually linked

to the population census, we test this “location bias” hypothesis. In a difference-in-differences setting, we com-

pare counties close to the area of origin of newly appointed examiners with other counties before and after the

examiners are appointed. We estimate a 14% increase in aggregate patenting in treated counties. The effect

manifests immediately after the appointment and grows in magnitude over time.

We leverage this novel stylized fact to estimate how shocks to local patenting stemming from the appointment

of examiners influence innovation and growth.

Because an examiner oversees patent applications in a single technological division, or art, of the USPTO,

changes in patenting in other divisions quantify the presence of technological spillovers from patent protection.

1As of December 2024, nine countries do not have a patent office: Eritrea, Maldives, Marshall Islands, Micronesia, Myanmar, Palau,

South Sudan, East Timor, and Somalia. In many countries, patent offices date back to the Nineteenth century (Moser, 2019).
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We find that patenting in the same division of a newly appointed examiner increases by 44%. In other divisions,

where the issuance of patents does not depend on the newly appointed examiner, we document increases of 9%,

indicating that patent protection promotes further innovation. Importantly, the number of highly novel patents,

measured through the text-based indicator developed by Kelly, Papanikolaou, Seru and Taddy (2021), also

sharply increases after the examiner is appointed.

We document substantial treatment heterogeneity across divisions. Specifically, the treatment effect is increas-

ing in the technological similarity with the division of the newly appointed examiner. Innovation in divisions

that are technologically distant from the examiner’s division does not display any response to increased patent-

ing activity due to the examiner’s appointment. By contrast, the average treatment effect is driven by increased

innovation in divisions that are technologically closer to the examiner’s division. Quantitatively, compared to

the 20% most distant divisions from those of the newly appointed examiners, patenting activity in the most

similar 20% divisions increases by almost 40%. This pattern indicates that patent protection generates large

and positive knowledge spillovers that nurture further innovation.

Using detailed information on the place of origin of newly appointed examiners and inventors, we investigate

the spatial spillovers of patent protection on innovation. We find that the gains in innovation generated by the

appointment of new examiners, i.e., patents issued in divisions they do not oversee, decay fairly quickly with the

distance from their place of origin. The number of patents granted in areas within 20 kilometers from the place

of origin of the examiners increases by 21% after the examiners are appointed. This effect halves within 100

kilometers and is statistically insignificant from 150 kilometers onward. While patent protection may hinder

the spatial diffusion of novel ideas, we read our results as consistent with a broader literature documenting

large gains from spatial agglomeration on innovation (e.g., Agrawal, Cockburn and Rosell, 2010; Kerr, 2010;

Moretti, 2021).

To conclude, we leverage the shocks to local patenting generated by the appointment of examiners to esti-

mate the impact of patents on a range of indicators of broader economic growth. Implicitly, these estimates

conflate the effect of the technology spillovers generated by patent protection mentioned thus far. We docu-

ment a consistently positive impact of patents on a wide range of proxies for county-level economic activity.

The appointment of an examiner generates a 4% increase in population and a 10% increase in overseas and

internal immigration. Employment grows by 6%, and we find similar responses in manufacturing and skilled

employment. Using a proxy of income based on the occupational structure of counties, we estimate that income

increases by 7% in counties close to the area of origin of a newly appointed examiner.

Economic theory predicts that innovation also influences growth at the intensive margin, e.g., output per worker,

on top of the output level (Jones, 1995b). We test this proposition and find similarly positive effects of patenting.

The appointment of an examiner leads to a 1.3% increase in overseas and internal immigration rates, a 1.2%
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increase in the employment rate, a 0.5% increase in manufacturing employment, and a 0.2% increase in the

skilled employment rate. Partly because of the rise in employment, higher patenting activity and innovation

produce a 36% increase in income per worker.

Using a novel identification strategy that leverages plausibly random variation in patenting activity at the local

level, the results presented in this paper thus provide strong causal evidence of the positive effects of patents on

innovation and economic growth.

Related Literature. This paper adds to three lines of literature. First, we contribute to a large literature on

the effects of intellectual property protection, specifically, patents on innovation. This question has received

theoretical (e.g., see Nordhaus, 1969; Scherer, 1972) as well as empirical (e.g., Williams, 2013; Galasso and

Schankerman, 2015; Sampat and Williams, 2019; Moscona, 2021; Hegde, Herkenhoff and Zhu, 2023) attention,

also in historical contexts (Moser, 2005, 2012, 2013; Mokyr, 2009). However, as noted by Williams (2017),

providing credible causal evidence on the impact of patents on innovation is challenging because patent rights

are endogenously determined. We inform this literature by providing causal evidence that patent protection has

a positive and large effect on innovation. Methodologically, this paper proposes a novel and operationalizable

identification strategy to construct plausibly random variation in patenting activity leveraging the organizational

structure of the patent office.

Second, our findings inform the extensive literature studying the link between agglomeration and innovation

(for a review, see Carlino and Kerr, 2015; Duranton and Kerr, 2018).2 While most studies document that spatial

proximity is beneficial for innovation (e.g., Jaffe et al., 1993; Agrawal, Kapur and McHale, 2008; Bosquet and

Combes, 2017; Moretti, 2021), several papers do not find evidence of meaningful positive spatial spillovers

(Rosenthal and Strange, 2008; Azoulay, Graff Zivin and Wang, 2010; Waldinger, 2012; Moser, Voena and

Waldinger, 2014). A common approach in the literature is to use patents to quantify innovation. In this paper,

we take a different perspective and study the impact of patents on innovation both in the geography and the

technology spaces. We document sizable knowledge spillovers of patents on innovation. The spatial spillovers,

while large in magnitude, are very geographically concentrated.

Third, we add to a smaller literature investigating the implications of the design of intellectual property pro-

tection institutions on innovation (Feng and Jaravel, 2020). Recent studies have examined the role of patent

examiners in the patenting process (Lemley and Sampat, 2012; Gaule, 2018; Righi and Simcoe, 2019) and

unveiled patterns of discrimination based on the race (Coluccia, Dossi and Ottinger, 2023) and gender (Avivi,

2A broader literature in urban economics studies the consequences of agglomeration forces on a range of outcomes, including industry

location (Ellison and Glaeser, 1997; Duranton and Overman, 2005; Ellison, Glaeser and Kerr, 2010), wage disparities (Combes, Du-

ranton and Gobillon, 2008), and productivity (Greenstone, Hornbeck and Moretti, 2010; Combes, Duranton, Gobillon, Puga and Roux,

2012).
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2024) of the inventors. To the best of our knowledge, this is the first paper to document that examiners are more

likely to issue patents to inventors close to their area of origin. This pattern, which we label “location bias,”

introduces one novel dimension of bias of patent examiners, the “gatekeepers of quality [of patents]” (Bryan

and Williams, 2021).

Outline of the Paper. The rest of the paper is structured as follows. Section II describes the data collection and

the construction of the datasets. In section III, we present the empirical strategy and comment on its plausibility.

Section IV presents the empirical results of the paper. We conclude in section V.

II DESCRIPTION OF THE DATA

II.A INDIVIDUAL EXAMINER DATA

We construct a novel individual-level dataset of principal examiners active at the patent office between 1919

and 1938.3 We collect information on 184 examiners from the “Official Register of the United States,” a source

first used in economics by Aneja and Xu (2022). The Register was published biannually until 1921 and yearly

after that and contains, among others, information on the name, surname, and USPTO division where each

examiner was active.

We manually link the examiners’ records to genealogical documents provided by Ancestry.com. We match

individuals by their first and last names and the occupations they list in the census.4 Moreover, since there

was only one USPTO office in Washington, DC, we can further narrow the search to individuals residing in

DC, Maryland, and Virginia. The final sample comprises 176 out of 184 examiners uniquely linked to their

census records. By following examiners over their lifetime, we map them to their county of birth and use this

information to construct county-level exposure to newly appointed examiners.

Practically, upon arriving at the USPTO, patent applications would be assigned to a division depending on their

content. Each principal examiner was responsible for one division. We obtain the precise subjects covered by

each division—and, hence, each examiner—from various “Classification of subjects of invention,” historical

publications of the Patent Office intended as guides to patent applicants. This information allows us to assign

granted patents to USPTO divisions and, thus, examiners.

3The sample period is dictated by the historical context and limitations of the underlying data. Examiner data are available starting in

1915 and until 1950. The period 1919–1938 is selected to avoid disruptions arising from the First and Second World Wars.

4In all cases, we find at least one census entry whose listed occupation is a variant of “Patent Examiner.” This pattern provides strong

evidence in support of the linking procedure.
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II.B PATENTS

We collect the universe of patents granted in the United States between 1919 and 1938 from Google Patents.

Following Coluccia and Patacchini (2024), we apply large language models to the full text of the patents to

extract the residence address of each inventor, the filing and issue date, and the CPC class and to impute the

USPTO division where the patent would be more likely to be examined. Large language models are sub-

stantially more flexible than traditional text-mining technologies. This methodology allows us to confidently

extract the data for the vast majority (98%) of patents. We geocode the inventors’ residences using commercial

software to map patents to 1930 counties.

Patents vary extensively in terms of their economic and technological impact. We employ the “impact” measure

proposed by Kelly et al. (2021) to account for this heterogeneity. According to their measure, a patent is more

important if it introduces a word that has not been used before and that appears in subsequent grants. As our

baseline indicator, we flag high-impact patents as those in the top quintile of the impact distribution.

We implement a simple methodology to measure the technological similarity between USPTO divisions. Each

patent is mapped to one division and several CPC technological classes. We thus compute, for each division, a

vector that collects the share of patents in that division by CPC class. The technological proximity between the

two divisions is the cosine similarity between their vector representation in the technology space. Intuitively,

two divisions are more similar if the patents assigned to those divisions belong to the same CPC technology

categories.5 In robustness analyses, we validate this methodology using an alternative text-based approach.

II.C COUNTY-LEVEL VARIABLES

We construct various proxies of economic growth from the decennial population censuses (Ruggles, Flood,

Sobek, Backman, Chen, Cooper, Richards, Rodgers and Schouweiller, 2024). Specifically, we compute pop-

ulation, overall and internal immigration, aggregate, manufacturing, high-skill employment, and a measure of

income obtained from the occupational income scores.6 All variables are computed at the county level between

1900 and 1950. While county borders remain largely stable throughout this period, we adopt the algorithm

proposed by Eckert, Gvirtz, Liang and Peters (2020) to map all variables to harmonized 1930 county borders.

5Formally, let divisions i and j be represented by vectors dddi = {si1, . . . ,siN} and ddd j =
{

s j1, . . . ,s jN
}

, where the generic term

sik denotes the share of patents in division i belonging to CPC class k. Then, the similarity σi j between the two divisions is

σi j ≡
(
dddi ·ddd j

)
/
(
||dddi|| · ||ddd j||

)
. By construction, σi j ∈ [0,1] and σii = 1.

6High-skill employment is constructed as the number of individuals employed as professionals or in managerial positions (i.e., occupa-

tional codes 0 to 299).
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II.D CONSTRUCTION OF THE DATASETS

We construct three datasets. Dataset “A” is a yearly panel of counties between 1919 and 1938. It contains

information on the number of all and high-impact patents issued in each county-year pair. In addition, we

construct a variable that returns the distance between each county’s centroid and the closest examiner active

each year.7 Dataset “B” replicates “A” except that the observation unit is a county-division pair. In this case, we

construct a variable equal to the distance between the county and the examiner active in the given division and

year for each county-division and year pair. Dataset “C” is a decade-level panel where each county is observed

five times between 1900 and 1950. This dataset contains the outcome variables constructed from the federal

census. Analogously to the other datasets, for every census year t, it includes a variable that returns the distance

between the county and the closest examiner active over the preceding decade [t, t −10).

III EMPIRICAL STRATEGY

This paper investigates two key questions. First, we ask whether patent protection influences innovation. Sec-

ond, we explore the impact of innovation on economic growth. Answering the first question is challenging

because variation in patent laws is scarce and typically country-wide, implying that constructing appropriate

“control” groups to estimate their causal impact is often impractical. Answering the second question is, in turn,

inherently plagued by reverse causality between innovation and growth.

To circumvent these issues, we exploit quasi-random variation in patenting activity arising from the appoint-

ment of patent examiners at the United States Patent Office. Our main hypothesis is that examiners issue

relatively more patents to inventors residing in their area of origin. The first step of the empirical analysis is to

provide causal evidence in favor of this claim.

Then, we exploit the organizational structure of the USPTO to estimate the impact of patents on innovation.

As shown in the first step of the analysis, an examiner grants relatively more patents to inventors residing in

“exposed” counties, i.e., those that are geographically close to the area of origin of the examiner. Examiners,

however, are responsible for one single division. We thus look at exposed counties and divisions other than

the examiner’s to estimate how patent protection impacts innovation activity. This analysis thus quantifies the

technology spillovers of patent protection.

Finally, we exploit the quasi-random cross-county variation in patenting activity generated by newly appointed

examiners to estimate how innovation influences economic growth.

7By closest examiner, we mean the centroid of their county of birth.
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Formally, we estimate variations of the following difference-in-differences specification:

E[yit |Xit ] = f (β× I(t ≥ Examineri)+αi +αt) , (1)

where i and t denote county and years or decades. The terms αi and αt denote county and time fixed effects.

The treatment I(t ≥ Examineri) is an indicator variable equal to one after an examiner who is born within k

kilometers from the centroid of county i is appointed at the patent office. In the baseline regressions, we set

k = 100 kilometers when studying innovation and k = 50 kilometers when looking at the various proxies of

growth.8 The term Xit collects a set of county-level controls we include in various robustness regressions. The

function f (·) depends on the outcome variable. Since patents are a count variable which exhibits substantial

left skewness, we adopt a Poisson quasi-maximum likelihood (PQML) regression.9 For all other variables, we

employ a standard OLS specification.

Identification in this context requires a standard parallel trends assumption, which maintains that the outcomes—

patenting and growth—in treated and untreated counties would not have diverged in the absence of the appoint-

ment of an examiner originating in proximity to the treated counties. While this assumption is not testable, we

estimate a set of fully flexible specifications associated with regression (1):

E[yit |Xit ] = f

 b

∑
k=−a
k ̸=−1

βk × I(t −Examineri = k)+αi +αt

 , (2)

where the terms I(t −Examineri = k) code the periods since an examiner close to county i is appointed. In

all cases, we estimate pre-treatment coefficients β̂k<0 that are never statistically different from zero, hence

providing empirical support for the plausibility of the parallel trends assumption. Importantly, specification (2)

also allows us to evaluate the dynamic treatment effects of new examiners on the outcome variables.

Since examiners are appointed at different times, the treatment roll-out across counties is staggered. As ev-

idenced by Goodman-Bacon (2021), this circumstance implies that the two-way fixed effects estimator may

fail to yield the average treatment effect. In robustness exercises, we thus adapt the stacked difference-in-

differences estimator proposed by Cengiz, Dube, Lindner and Zipperer (2019) to the Poisson specification and

find consistent and quantitatively very similar results to the baseline.

8We explain why we choose two thresholds in the next section. We also display how β̂ in regression (1) varies for different values of k.

9The key advantage of the PQML estimator is that it remains consistent when dealing with non-negative dependent variables, such as

patents in the presence of fixed effects without requiring to model the underlying distribution explicitly (Correia, Guimarães and Zylkin,

2020). Another advantage of the PQML estimator is that it allows us to work with zeros without imposing arbitrary log-transformations

(Chen and Roth, 2024).
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IV RESULTS

IV.A EXAMINERS AND LOCAL PATENTING: THE “LOCATION BIAS” HYPOTHESIS

The starting point of the analysis is the hypothesis that examiners may favor patent applicants from their areas

of origin. This “location bias” would generate increased observed patenting activity in those areas. We test this

hypothesis explicitly by estimating regression (2) using the county-level patent count as the outcome variable.

Figure I displays the results.

We estimate statistically insignificant coefficients before the examiner is appointed. This pattern supports the

underlying identifying parallel trends assumption. To provide more formal evidence in this direction, the figure

reports a test of the joint significance of the pre-and post-treatment coefficients, which rejects the possibility

that the former is statistically different from zero. We estimate an immediate 12% increase in the number

of patents issued in areas exposed to the examiner.10 The treatment effect of examiners increases over time,

and by the end of the estimation window, counties exposed to an examiner produce 34% more patents than

counties without one. A formal test indicates that the post-treatment coefficients are highly jointly statistically

significantly different from zero.

Panel A in table I presents the estimates associated with regression (1). Examiners, on average, generate a 14%

increase in patenting in the counties within 100 kilometers of their county of origin (column 1). This effect is

large and statistically significant even if we include state-by-year fixed effects (column 2). A plausible concern

is that, since almost 15% of the examiners are born in Washington, DC, where the patent office is located, and in

the neighboring states of Virginia and Maryland, these areas inflate the estimated treatment effect. In columns

(3) and (4), we ensure this is not the case by dropping DC and its neighboring states, respectively. Innovation

exhibits substantial geographic concentration. A natural question is, therefore, whether examiners can produce

innovation clusters or if they foster innovation in already innovative areas. In columns (5) and (6), we split

the sample into counties above and below the total median number of patents. The estimated response to new

examiners is entirely driven by above-median innovation counties, indicating that newly appointed examiners

foster innovation in already innovative areas. Finally, we explore the effect of examiners on the production

of high-impact patents according to the text-based measure defined by Kelly et al. (2021). In column (7), we

show that high-impact patents—i.e., those in the top quintile of the distribution of “impact”—increase by 54%

in counties exposed to examiners. Similarly, the share of high-impact patents relative to the total number of

patents increases by 56% (column 8).

10To compute the magnitude of the coefficients in the PQML setting, consider regression (1) and suppose β̂ is the estimated β coefficient.

Then, it is lnE[yit |Xit ,αi,αt ; I(t ≥ Examineri) = 1]≡ lnE[y |1] = β̂ and lnE[yit |Xit ,αi,αt ; I(t ≥ Examineri) = 0]≡E[y |0] = 0. Hence,

lnE[y |1]− lnE[y |0] = β̂, E[y |1] = eβ̂E[y |0], and, therefore, the percentage change associated with the treatment activation is (E[y |1]−

E[y |0])/E[y |0]×100 = (eβ̂ −1)×100.
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Our results indicate that examiners promote patenting activity in their areas of origin. This stylized fact, which,

to the best of our knowledge, has not been documented before, constitutes a first result. In the rest of the paper,

we leverage this “location bias” pattern as a shock to local patenting and use it to study how patenting influences

the production of novel knowledge and economic growth.

IV.B THE TECHNOLOGY SPILLOVERS OF PATENTS ON INNOVATION

An important feature of the organization of the patent office throughout our analysis period is that only one

principal examiner headed each division. We can thus exploit information on the division of each patent to

study the heterogeneous responses to the appointment of examiners across divisions.

More specifically, we expect examiners to increase patenting activity within their division. Hence, patenting

in the same division of the newly appointed examiners is not entirely informative about innovation. Ideally,

however, examiners should not impact patents in other divisions because they have no jurisdiction over their

acceptance. We thus interpret any spillover effects of examiners onto patenting outside of their division as

evidence that patenting activity influences innovation.

In table I, we distinguish between patents in the same division of the newly appointed examiner (panel B) and

patents in other divisions (panel C). Perhaps unsurprisingly, given the results described in the previous section,

patenting in the same division of the examiners increases (panel B). Quantitatively, the increase is considerably

larger than for overall patenting: counties exposed to an examiner produce 44% more patents in the same

division as the newly appointed examiners, compared to a 14% increase in overall patenting. We interpret this

difference as a sanity check, for it is plausible that the impact of the examiners’ “location bias” is larger in their

division.

Importantly, however, patenting also increases in divisions outside the examiner’s pertinence (panel C). Quan-

titatively, the number of patents issued in divisions other than the newly appointed examiner’s increases by

almost 9% in exposed counties (column 1). This result holds upon including state-year fixed effects (column

2) and excluding DC and the surrounding states (columns 3–4). As in the previous section, innovative counties

drive the effect (column 5), while we detect no response in relatively less innovative areas (column 6).

Interestingly, while examiners issue more patents in their division to inventors in their areas of origin, we find

no effect on the number of high-impact patents (columns 7–8 of panel B). In this sense, it appears plausible

that the “location bias” effect motivates examiners to “lower the bar” and issue relatively less important patents

when the inventor resides in their areas of origin. By contrast, we estimate a large increase—61%—in the

number of high-impact patents in divisions other than the examiner’s (panel C, columns 7–8).

In figure IIa, we estimate regression (2) separately for patents in the same division of the examiner (in blue)
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and in other divisions (in red). In both cases, we find no evidence of statistically significant pre-treatment coef-

ficients, once more supporting the parallel trends assumption. We estimate statistically significant and positive

effects of examiner appointments on patenting within and outside the examiner’s division. The treatment effects

are larger on patenting in the same division of the examiner in all periods. However, patenting outside of that

division also increases, and the effect grows over time. We interpret these patterns as further evidence that (i)

examiners exhibit “location bias” in granting more patents in their division, and (ii) increased patent protection

generates technology spillovers onto divisions other than the examiners’.

We conclude by exploring how the impact of examiners on patenting varies across the distribution of technology

similarity with the division of the examiner. This exercise concentrates on patents issued in divisions other

than the examiner’s. As in the previous analysis, let the treatment variable (Examineri) be the year when an

examiner from a county closer than 100 kilometers from county i is appointed. For each division other than

the examiner’s, we compute the similarity with the examiner’s division. We divide the resulting distribution in

quintiles and collapse the dataset at the county i by similarity quintile d level.11 We thus estimate the following

PQML specification at the county-by-similarity quintile level:

lnE[yidt ] = β× I(t ≥ Examineri)+
5

∑
k=2

γk × I(t ≥ Examineri)× I(d = k)+αi +αd +αt , (3)

where yidt is the number of patents issued in county i and similarity quintile d and year t, and I(d = k) is an

indicator variable equal to one when the similarity is in quintile k. The first quintile serves as the baseline

category.

The terms {γk}5
k=1 quantify how the effect of examiners on local patenting varies depending on the similarity

between each division and the division of the examiners. We interpret the effect of examiners on patenting in di-

visions other than their own as evidence of technology spillovers of patenting on innovation. This interpretation

suggests that the effect of examiners should be smaller on patenting in technologically distant divisions (i.e.,

k = 1,2) and larger for closer divisions (i.e., k = 4,5). We evaluate these predictions in panel IIb. The figure

displays the point estimates and the standard errors of the estimates of the γk of regression (3). The estimates

confirm our interpretation. The effect of the appointment of new examiners is monotonically increasing in the

similarity with the examiners’ division. Compared to patenting in the most dissimilar division—i.e., the first

quintile of similarity—patenting increases by 60% top 20% divisions most similar to the division of the newly

appointed examiners.

Our results indicate that the increased local patenting activity generated by the appointment of new examiners

presents large technology spillovers. In this sense, we document that patents positively impact the production

of novel knowledge. Increased innovation activity is concentrated in divisions that are closer, in the technology

11As in the rest of the analysis, never-treated counties are part of the control group and are assigned with a residual category.
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space, to the divisions of the examiners, suggesting knowledge spillovers as a plausible underlying mechanism.

IV.C THE SPATIAL SPILLOVERS OF PATENTS ON INNOVATION

In this section, we examine how the shocks to patent protection generated by the appointment of new examiners

impact innovation across space. We estimate a set of regressions analogous to (1), except that we allow for

different proximity thresholds k, which determine whether a county is exposed to an examiner. We use 20

thresholds between 0 and 200 kilometers.

In figure IIIa, we pool together patents across divisions and report the estimated treatment effects for the various

bandwidths. The results strongly support the “location bias” hypothesis. The treatment effect is largest for low

levels of the proximity threshold below 100 kilometers and decreases to zero when counties further than 140

kilometers are included in the treatment pool. This figure also motivates our choice for the baseline exposure

thresholds. We set 100 kilometers as the threshold for the innovation analysis because the estimated treatment

effects are stable around this value, which allows us to enlarge the set of treated units. We set 50 kilometers

as the threshold for the growth analysis because treatment effects are larger at this proximity threshold. Since

we only observe output data at the decade level, further inflating the treatment definition artificially dilutes the

effect of patenting on growth.

In figure IIIb, we follow the logic of the previous section and distinguish between patents within the division of

the newly appointed examiner (in blue) and patents in all other divisions (in red). Since each examiner oversees

a single division, patents in other divisions measure how increased patent protection due to the examiner’s

appointment impacts innovation. The treatment effect of examiners on patenting in their division exhibits

sizable spatial persistence, as it remains significant and economically large when counties further than 200

kilometers from the county of origin of the examiners are included in the treatment group.

The red dots, in turn, indicate that patent protection has a statistically significant effect on innovation. However,

the spillovers of patent protection decay quite fast with distance from the examiner’s county of origin. The

effect of examiners on innovation is largest in counties within 40 kilometers from the examiners’ county of

birth and decreases thereafter. We detect no statistically significant effects beyond the 150-kilometer distance

threshold. Our estimates thus indicate that the beneficial effects of patents on innovation are substantially

spatially concentrated. In this sense, our results echo classical evidence by, among others, Jaffe et al. (1993)

highlighting the local nature of knowledge spillovers.

IV.D PATENTS, INNOVATION, AND GROWTH

In the final part of the analysis, we leverage the appointments of examiners and the “location bias” stylized fact

to investigate the impact of innovation on economic growth. Endogenous growth theory identifies innovation,
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and, specifically, the ability of inventors to profit from their ideas, which patents supposedly enhance, as the

premier determinant of long-run growth prospects (Romer, 1990; Aghion and Howitt, 1992). Testing this

proposition, however, is challenging because growth and innovation feed back into each other, thus generating

issues of reverse causation. Our research design provides a clean solution to this empirical problem.

Unfortunately, historical measures of GDP and productivity at the county level are unavailable. The census

did not collect systematic wage and income information until 1940. We thus follow the standard practice in

the US economic history literature and examine various imperfect proxies constructed from the population

census (e.g., Abramitzky, Ager, Boustan, Cohen and Hansen, 2023). More specifically, we construct county-

level population, immigration from outside and inside the United States, overall, manufacturing, and skilled

employment, and adopt the occupational income score provided by IPUMS as an imperfect income proxy.

These variables are available at the decade frequency between 1900 and 1950. We include state-by-decade

fixed effects to remove time-varying state-level factors that may influence patenting activity at this lower time

frequency.

Panel A in table II displays the impact of local examiners on the (log) level of these variables. Counties

exposed to an examiner display, in the following years, a 4% increase in population, a 10% increase in overseas

immigration, and an equivalent increase in the number of internal migrants. Overall, manufacturing and skilled

employment increased by approximately five percentage points. Partly because of the increased labor force

participation, overall income increases by 7%.

A 5% employment increase roughly corresponds to 600 more workers over a ten-year window. The esti-

mated treatment effect associated with a 50 kilometers proximity threshold in figure III indicates that, over

the same period, inventors in exposed counties would obtain approximately ten more patents issued because

of the appointment of a local examiner. Indicatively, our estimates thus translate one additional patent into an

employment gain of about 60 units.

Importantly, endogenous growth theory predicts that innovation should not only increase the level of income but

also sustain its per capita growth (Jones, 1995a). We test this prediction in panel B of table II. Here, the outcome

variables are normalized by population (columns 2–3) and adult population (columns 4–7). Notwithstanding

data constraints, any response of these variables to the appointment of local examiners thus quantifies the impact

of innovation on the economy’s growth rate. We find consistently positive treatment effects of examiners on all

per-capita indicators of economic activity. The appointment of a local examiner leads to a 1.3% increase in the

rate of international and internal immigrants, a 1.2% increase in the employment rate, and a 0.2% increase in

the employment share in highly skilled occupations.

These results provide consistent evidence that innovation has a positive, causal effect on economic growth. As
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predicted by semi-endogenous growth theories, new technologies propel the absolute level of economic growth

while also increasing per-capita output.

V CONCLUSIONS

This paper provides novel evidence of the causal impact of patents on innovation and economic growth. To iso-

late exogenous variation in patenting activity, we advance and validate the “location bias” hypothesis, whereby

examiners favor inventors located close to their areas of origin. Using newly digitized data on the universe

of patent examiners active at the US patent office between 1919 and 1938, we show that newly appointed

examiners grant 16% more patents to inventors close to their areas of origin.

Examiners have jurisdiction over patent grants in one technological division. To quantify the impact of patent-

ing on innovation, we thus explore how newly appointed examiners influence innovation in divisions other than

their own. We find that patenting in divisions not directly covered by the examiners increased by almost 10%.

The response is larger in technologically closer divisions, while patenting in more distant sectors does not re-

act. The spatial spillovers of patent protection on innovation exhibit substantial geographical localization. The

increase in patenting is largest within 50 kilometers from the place of origin of the examiners, halves within

100 kilometers, and reverts to zero beyond 150 kilometers. Increased patenting and innovation induced by

newly appointed examiners have a large effect on local economic growth. Areas exposed to examiners display

population gains, attract immigrants, and feature increased manufacturing and high-skilled employment. Using

an occupational proxy for income, we find that innovation also increases income.

The evidence presented in this paper provides strong causal evidence of the positive effects of patent rights on

innovation and growth. While further research is warranted to gauge the generalizability of our results, we offer

a new empirical design to inform the literature on the economic implications of intellectual property protection

institutions (Boldrin and Levine, 2013; Williams, 2017).
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TABLES AND FIGURES

TABLE I. Examiners, Patenting, and the Technology Spillovers of Patent Protection

Number of Patents Excluding Counties in... Counties by Total Patents High-Impact Patents

(1) (2) (3) (4) (5) (6) (7) (8)
Baseline State FE DC DC Area Above 50% Below 50% Number Share

Panel A: Patents Pooled Across Divisions

Local Examiner × Post 0.137∗∗∗ 0.060∗ 0.137∗∗∗ 0.139∗∗∗ 0.115∗∗∗ 0.061 0.435∗∗ 0.445∗∗∗

(0.029) (0.031) (0.029) (0.030) (0.029) (0.084) (0.190) (0.168)

# Counties 2,990 2,989 2,989 2,851 1,537 1,453 759 759
# Observations 59,800 59,780 59,780 57,020 30,740 29,060 15,180 15,180
R2 0.688 0.697 0.688 0.689 0.615 0.149 0.760 0.419
Mean Dep. Var. 2.616 2.610 2.610 2.652 4.821 0.284 0.929 0.053
Std. Dev. Dep. Var. 5.208 5.199 5.199 5.253 6.515 0.590 5.185 0.247

Panel B: Patents in the Same Division of the Examiner

Local Examiner × Post 0.363∗∗∗ 0.231∗∗∗ 0.365∗∗∗ 0.349∗∗∗ 0.323∗∗∗ 0.101 -0.386 -0.514∗

(0.044) (0.061) (0.045) (0.047) (0.044) (0.431) (0.268) (0.296)

# Counties 2,445 2,444 2,444 2,364 1,247 1,198 505 505
# Observations 48,900 48,797 48,880 47,280 24,940 23,960 10,100 10,100
R2 0.580 0.587 0.579 0.581 0.549 0.131 0.693 0.333
Mean Dep. Var. 1.123 1.123 1.121 1.133 1.996 0.215 0.476 0.057
Std. Dev. Dep. Var. 2.636 2.635 2.633 2.660 3.441 0.483 3.185 0.261

Panel C: Patents in Different Divisions of the Examiner

Local Examiner × Post 0.085∗∗∗ 0.032 0.085∗∗∗ 0.085∗∗∗ 0.062∗∗ -0.001 0.454∗∗ 0.479∗∗

(0.026) (0.029) (0.026) (0.026) (0.026) (0.094) (0.189) (0.232)

# Counties 2,954 2,953 2,953 2,819 1,545 1,409 751 751
# Observations 59,080 59,060 59,060 56,380 30,900 28,180 15,020 15,020
R2 0.627 0.634 0.627 0.629 0.559 0.127 0.756 0.397
Mean Dep. Var. 1.686 1.683 1.683 1.717 3.026 0.217 0.903 0.072
Std. Dev. Dep. Var. 3.468 3.464 3.464 3.512 4.362 0.485 5.078 0.320

County FE Yes Yes Yes Yes Yes Yes Yes Yes
Year FE Yes – Yes Yes Yes Yes Yes Yes
State-Year FE No Yes No No No No No No

Notes. This table reports the effect of newly appointed examiners on patenting. The observation units are counties at a yearly frequency
between 1919 and 1938. The dependent variable is the number of patents (columns 1–6), the number of patents in the top 20% of the
impact distribution (column 7), and the share relative to the total number of patents (column 8). Column (3) excludes Washington,
DC; column (4) also excludes Maryland and Virginia; columns (5) and (6) split the sample between counties above and below the
median number of patents, respectively. The treatment is an indicator variable equal to one in counties exposed to an examiner after the
examiner is appointed and zero otherwise. A county is exposed to examiners who are born in a county within 100 kilometers. In Panel
A, patents are aggregated across USPTO divisions; in Panel B, we include only patents in the same division of the newly appointed
examiner; in Panel C, we include only patents in divisions other than that of the examiner. The model is Poisson quasi-maximum
likelihood. All regressions include county and year fixed effects; in column (2), we also include state-by-year fixed effects. Standard
errors are clustered at the county level and are shown in parentheses.
∗∗∗: p < 0.01, ∗∗: p < 0.05, ∗: p < 0.10
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TABLE II. Innovation and Economic Growth

Population Immigration Employment Income

(1) (2) (3) (4) (5) (6) (7)
Overall Internal Manuf. High-Skill

Panel A: Outcome Variables Expressed in Level

Local Examiner × Post 0.037∗ 0.100∗∗∗ 0.116∗∗∗ 0.061∗∗∗ 0.052∗∗ 0.047∗ 0.070∗∗∗

(0.020) (0.029) (0.029) (0.022) (0.026) (0.024) (0.023)

R2 0.927 0.926 0.915 0.925 0.929 0.932 0.925
Mean Dep. Var. 9.725 8.092 7.832 8.514 6.692 6.332 11.611
Std. Dev. Dep. Var. 1.110 1.407 1.349 1.141 1.605 1.286 1.211

Panel B: Outcome Variables Expressed as Share of the Population

Local Examiner × Post 0.013∗∗∗ 0.013∗∗∗ 0.012∗∗∗ 0.005∗∗ 0.002∗∗ 0.367∗∗∗

(0.003) (0.003) (0.002) (0.002) (0.001) (0.060)

R2 0.971 0.959 0.676 0.862 0.878 0.799
Mean Dep. Var. 0.276 0.214 0.497 0.102 0.059 11.079
Std. Dev. Dep. Var. 0.200 0.166 0.060 0.071 0.021 1.855

County FE Yes Yes Yes Yes Yes Yes Yes
State-Year FE Yes Yes Yes Yes Yes Yes Yes

# Counties 2,989 2,989 2,989 2,989 2,989 2,989 2,989
# Observations 17,718 17,718 17,718 17,718 17,718 17,718 17,718

Notes. This table reports the effect of newly appointed examiners on proximate indicators of economic growth. The observation units
are counties at a decade frequency between 1900 and 1950. The dependent variable is: population (column 1), overall and internal
immigration (columns 2 and 3), overall, manufacturing, and high-skilled employment (columns 4, 5, and 6), and the occupational
income score (column 7). The treatment is an indicator variable equal to one in counties exposed to an examiner after the examiner
is appointed and zero otherwise. A county is exposed to examiners who are born in a county within 50 kilometers. In Panel A, the
dependent variables are expressed in logs; in Panel B, the outcome variables are expressed as population shares. All regressions include
county and state-by-year fixed effects. Standard errors are clustered at the county level and are shown in parentheses.
∗∗∗: p < 0.01, ∗∗: p < 0.05, ∗: p < 0.10
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FIGURE I. Effect of Patent Examiner on Local Patenting

Examiner appointed →

Coefficients Joint Significance (χ2)
Pre-Treat: 5.358 (p-val = 0.252)
Post-Treat: 60.629 (p-val = 0.000)
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Notes. This figure reports the effect of the appointment of an examiner on patenting activity in their area of origin. The observation
units are counties at a yearly frequency between 1919 and 1938. The dependent variable is the number of patents. Each dot reports
the estimated coefficient associated with the years since an examiner in the proximity of a county is appointed. A county is exposed
to examiners who are born in a county within 100 kilometers. The last period before the examiner is appointed serves as the baseline
category. The figure reports tests of joint significance for the pre- and post-treatment coefficients. The regression is estimated through
Poisson quasi-maximum likelihood and includes county and year fixed effects. Standard errors are clustered at the county level; bands
report 90% confidence intervals.
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FIGURE II. Technology Spillovers of Patent Examiners on Local Patenting

(A) Comparison between Treated and Untreated Divisions
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(B) Heterogeneous Treatment Effects by Similarity with Treated Division
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Notes. This figure reports the spillovers of the effect of the appointment of an examiner on patenting activity in their area of origin
across USPTO divisions. The unit of observation is a county (Panel IIa) and a county-by-quartile pair (Panel IIb) at a yearly frequency
between 1919 and 1938. The dependent variable is the number of patents. In Panel IIa, each dot reports the estimated coefficient
associated with the years since an examiner in the proximity of a county is appointed. A county is exposed to examiners who are
born in a county within 100 kilometers. The blue dots report the estimated treatment effects on patenting in the same division of the
examiner; the red dots report those for all other divisions. The regression includes county-by-division and division-by-year fixed effects.
The last period before the examiner is appointed serves as the baseline category. Panel IIb concentrates on non-treated divisions. In
each county, we compute the similarity between each division and the division exposed to the newly appointed examiner. We split
the similarity in quintiles and aggregate the dataset at the county-quartile level. Each bar then displays the estimated treatment effect
of an interaction term between the baseline post-examiner treatment and quintile dummies. The first quintile serves as the baseline
category. The regression includes county, similarity quintile, and year fixed effects. All regressions are estimated through Poisson
quasi-maximum likelihood. Standard errors are clustered at the county level; bands report 90% confidence intervals.
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FIGURE III. Geographic Spillovers of Patent Examiners on Local Patenting

(A) Patents Pooled Across Divisions
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(B) Comparison between Treated and Untreated Divisions
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Notes. This figure reports the geographic spillovers of the appointment of an examiner on patenting activity in their area of origin. The
observation units are counties at a yearly frequency between 1919 and 1938. The dependent variable is the number of patents. Each
dot reports the estimated treatment effect for a treatment, which is an indicator variable equal to one in counties that are exposed to
an examiner after the examiner is appointed and zero otherwise. The dots report the estimated treatment effect for various bandwidths
of distance between the county and the examiner’s county of origin. For example, the dot corresponding to 80 kilometers reports the
estimated treatment effect for counties within 80 kilometers of the examiner’s county of origin. In Panel IIIa, we aggregate patents
across all divisions. In Panel IIIb, the blue dots report the regression coefficients for patents in the same division of the examiner, while
the red dots pool together patents from all other divisions. Regressions are estimated through Poisson quasi-maximum likelihood and
include county and year fixed effects. Standard errors are clustered at the county level; bands report 90% confidence intervals.
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